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ABSTRACT 

Pneumonia is one of the world’s most lethal and life-threatening diseases today, affecting people of 

all ages. Early proactive treatment can significantly reduce the likelihood of death from this illness 

and also prevent circumstances from worsening. Chest X-rays imaging has been one of the most well-

liked and well-known clinical approaches. However, diagnosing the condition using X-rays has 

become increasingly challenging due to pneumonia resembling other lung disorders. As a result, this 

study developed a system to detect pneumonia disease in chest X-ray images using convolutional 

neural network-based approach. The datasets used for this study consists of 5856 chest X-ray images 

was obtained from Kaggle to train three pre-trained CNN architectures: VGG16, ResNet50, and 

MobileNetV3. The dataset was cleaned, preprocessed, and divided using the 80:20 data split 

ratio. Early stopping and learning rate reduction were applied to each model to prevent 

overfitting. The performance of each model was evaluated using accuracy, precision, recall, and f1-

score on the test data. The VGG16 model outperformed others with 94% accuracy, 91% precision, 

95% recall, and 93% f1-score. The MobileNetV3 model, which had the second-best performance, had 

an accuracy of 93%, precision of 90%, recall of 94%, and f1 score of 92%, while ResNet50 had 92% 

accuracy, 89% precision, 93% recall, and 91% f1-score. The best performing model of the three 

which is VGG16 was chosen and implemented on a web application. This system will serve as a tool 

for the medical practioners in detecting pneumonia earlier and accurately for proper treatment.  

Keywords: Artificial Intelligence, Convolutional Neural Network, Deep Learning, MobileNetV3, 

Pneumonia, ResNet50, MobileNetV3.

1. INTRODUCTION 

Pneumonia is a respiratory infection that affects the lungs, and millions of individuals get infected 

each year, making it the third leading cause of death worldwide (World Health Organization (WHO), 

2022; Mujahid et al., 2022). Pneumonia is one of the most fatal and life-threatening diseases and the 

number one killer of children and the elderly worldwide (Yi et al., 2021). According to Mujahid et 

al. (2022), pneumonia accounts for approximately 4 million deaths of children and the elderly each 

year. It caused 14% of deaths in children under five and 740,180 documented child fatalities in 2019 

(WHO, 2022). Accelerated pneumonia diagnosis and prompt administration of the appropriate 
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treatment can help a great deal to prevent patients’ conditions from getting worse and potentially 

dying (Ibrahim et al., 2021). 

The best method for determining the location and severity of pneumonia is chest X-rays. These 

methods, however, leave room for the disease's incidence to be ambiguous and mistaken for another 

sickness (Gupta, 2021). A chest radiograph is produced by an X-ray, with the hard tissues, such as 

the bones, giving a dazzling color and the soft tissues producing a dark hue. In the chest cavity, 

which is brighter, patients with pneumonia display symptoms of fluid filling the lungs' air sacs. 

Brighter color may also be a sign of a number of conditions, such as cancer cells, enlarged blood 

vessels, and heart problems in the lung cavities. Effective chest X-ray image analysis requires 

experience and expertise from a doctor who specializes in radiology. The absence of diagnostic tools, 

the high cost of therapy, and the accessibility of experts are just a few of the drawbacks of human-

assisted approaches to pneumonia detection (Yi et al., 2021).  

Convolutional neural networks (CNN), one of the most potent deep learning techniques, are 

frequently employed for object detection and image classification. CNN is a very reliable method for 

a variety of image and object recognition applications because of its hierarchical structure and potent 

automatic feature extraction capabilities from a picture. There are numerous CNN architectures that 

have been useful in creating algorithms. LeNet, AlexNet (Krizhevsky et al., 2012, VGGNet 

(Simonyan and Zisserman, 2014), Xception (Chollet, 2016), GoogLeNet (Huang et al.,2017), ResNet 

(He et al., 2016) and ZFNet are examples of the CNN architectures. 

Computer-aided diagnostic (CAD) technologies have been developed during the past few decades to 

extract meaningful information from X-rays (Alsharif et al., 2021; Ibrahim et al, 2021). These CAD 

systems, however, were unable to reach a level of relevance that would have allowed them to 

determine the types of illnesses or diseases visible in an X-ray. Consequently, their usefulness was 

limited to providing clinicians with visualization functionality to aid in decision-making. In this 

study, a computer-aided method of diagnosing pneumonia detection system capable of detecting and 

classifying chest X-ray images into cases with and without pneumonia using the best performing 

CNN architecture out of the following three CNN architectures VGG16, ResNet50, and 

MobileNetV3 was developed. This would improve the effectiveness and validity of clinical services 

as well as make an accurate diagnosis of the disease readily available, quick, and affordable. 

2. RELATED WORKS 

In recent time, exploration of Machine learning (ML) algorithms in detecting pneumonia diseases 

has gained attention in research area of medical image classification. A lot of studies have tried to 

address the problem of classifying images with high accuracy. However, implementing the results to 

build a system are not common. Therefore, this study after comparing the three popular CNN 

architectures performance in detecting pneumonia still went further to use the results of the best 

performing model out of the three to build a simple system. This developed system could detect and 

classify X-ray images of the chest into cases with and without pneumonia. 

 

Sharma and Guleria (2023), utilized a deep learning (DL) model using VGG16 for detecting and 

classifying pneumonia using two CXR image datasets. For the first dataset, the VGG16 using Neural 

Networks (NN) yields accuracy of 92.15%, recall of 0.9308, precision of 0.9428, and F1-Score of 

0.937. Another CXR dataset with 6,436 images of pneumonia, normal, and covid-19 was used in the 
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experiment using NN and VGG16. Accuracy, recall, precision, and F1-score for the second dataset 

are 95.4%, 0.954, 0.954, and 0.954, respectively. The study's findings show that for both datasets, 

VGG16 with NN performs better than VGG16 with Support Vector Machine (SVM), K-Nearest 

Neighbor (KNN), Random Forest (RF), and Naive Bayes (NB). 

Sharma et al., (2022) used CNN and deep learning techniques to detect COVID-19-induced 

pneumonia from chest X-rays. Transfer learning with fine-tuning ensures that the proposed work 

successfully classifies COVID-19-induced pneumonia, regular pneumonia, and normal conditions. 

The experimental results were promising in terms of precision, recall, F1 score, specificity, false 

omission rate, false negative rate, false positive rate, and false discovery rate with a COVID-19-

induced pneumonia detection accuracy of 98%.  

Kundu et al. (2021) suggested employing an ensembled model comprising three GoogLeNet, 

ResNet-18, and DenseNet-121 convolutional neural network models to automatically identify 

pneumonia. On the first dataset, the model had an accuracy rate of 98.81%, a sensitivity rate of 

98.80%, a precision rate of 98.82%, and a f1-score of 98.79% after being trained and assessed on two 

chest X-ray image datasets. On the second, a five-fold cross-validation technique produced an 

accuracy rate of 86.86%, a sensitivity rate of 87.02%, a precision rate of 86.89%, and a f1-score of 

86.95%. 

In order to diagnose pneumonia quickly and affordably, Masud et al. (2021) suggested adopting 

machine learning-based diagnosis techniques. The researchers completed a three-class classification 

of pneumonia in this study (bacterial, viral, and normal) using features based on the examination of 

chest radiographs and information from image samples. They employed a deep learning architecture 

to extract statistical features from the chest X-ray pictures as well as global features, and they also 

used the image augmentation technique to balance the dataset's sample sizes. The two groupings of 

features were combined, and the final classification was performed using a random forest classifier. 

Additionally, feature selection was done in order to locate the most pertinent traits.  The random 

forest classifier achieved a classification accuracy rate of 86.3% and an F1 score of 86.03%.  

Meng et al.,(2021) researched using feature extraction, feature clustering, and dimensionality 

reduction algorithms to enhance classification outcomes while lowering computing complexity in the 

model training process. They used a classifier created by machine learning that combined RF, SVM, 

Naive Bayes, and KNN models. They compared their performance to the three other deep learning 

classifiers MobileNet, Xception, and ResNet. Among the suggested deep learning models, their 

classification accuracy score of 76.4% was the highest. 

Chandra and Verma (2020) investigated the detection of pneumonia using ROI (Region of Interest) 

images of features, using five machine learning algorithms Multilayer Perceptron, Random Forest, 

Sequential Minimal Optimisation (SMO), Logistic Regression, and Classification through 

Regression were assessed. The ChestX-ray14 dataset was used in the study which has 412 chest X-

ray pictures with 206 pneumonic and 206 normal patients. Results revealed that the suggested 

method had a high accuracy of 95.39% with the multilayer perceptron and 95.6% with the logistic 

regression classifier.  
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Using a CNN model and an ensemble learning model (combination of three CNN models), Darici et 

al. (2020) suggested using chest X-ray images to perform binary (pneumonia and healthy) and 

multiclass (viral, bacterial, and healthy) classification of pneumonia disease. Accuracy, precision, 

recall, and F1 score were used to assess the performance of both models. For binary classification, 

both models obtained an accuracy of 95%, while for multiclass classification, the average accuracy 

for the bespoke model and ensemble model, respectively, was 78% and 75%. For the multi-class 

classification, the ensemble model scored 77%, 75%, and 75%, compared to the CNN model's 80%, 

78%, and 78% average precision, recall, and f1 scores.  

3.MATERIALS AND METHODS 

This section introduces the method used for pneumonia disease detection in Chest X-ray images 

along with the dataset used for the experiment. 

3.1 Datasets Description 

The dataset was obtained from Kaggle.com. The images of the dataset obtained from Kaggle were 

observed to be of different dimensions and were organized into three folders - training, test, and 

validation datasets. The dataset contained 5,856 chest X-ray images split into two categories, normal 

(chest X-ray images without pneumonia) and pneumonia (chest X-ray images with pneumonia). As 

illustrated in Table 1, the dataset contained a total of 5856 images, with 1,583 X-ray images 

representing cases without pneumonia and 4,273 images of X-rays representing cases with 

pneumonia. The dataset is a publicly accessible dataset: containing JPEG images only. Figure 1 

shows the dataset. Description. 

Table 1: Description of the dataset among the two classes  

S/N Class label Number of images 

1 Normal 1583 

2 Pneumonia 4273 

Total 5856 
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Figure 1: Sample images in the dataset (Kaggle) 

3.2 Methodology 

The model development process is categorized into several parts: data collection, preprocessing, 

training, testing, classification, and pneumonia prediction, as shown in Figure 2. The data 

preprocessing is done for balancing and normalizing the data, this technique is used to set the data in 

a normalized form between a range of [0-255]. The Keras image preprocessing package 

ImageDataGenerator was used to apply image augmentation to the training and validation data. 

Using picture augmentation does not affect the goal class of the images, but it does provide a 

different perspective for capturing many potential real-life classification tasks, such as a degree of 

heterogeneity in the dataset and improving model generalization on unseen data.  
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Figure 1: Process Overview  

The enhanced training and validation dataset was used to train the three chosen models, which 

includes the VGG16, ResNet50, and MobileNetV3 CNN models. Each model was initialized and 

compiled for binary classification. The VGG16, ResNet50, and MobileNetV3 architectures are 

summarised in Figures 3, 4, and 5 respectively, and each figure displays the number of parameters 

and the output forms of each layer. 

 

Figure 3: VGG16 model summary 



LAUTECH Journal of Computing and Informatics (LAUJCI) – ISSN : 2714-4194  
Volume 4. No.1, March 2024 – www.laujci.lautech.edu.ng 

96 

 

 
Figure 4: ResNet50 model summary 

 

 
Figure 5: MobileNetV3 model summary 

 

3.2.1 Data Cleaning and Preprocessing 

The data preprocessing is done for balancing and normalizing the data, this technique is used to set 

the data in a normalized form between a range of [0-255]. The whole dataset was loaded from the 

three original folders (training, test, and validation) in which the images were arranged, but the 

images had to be reorganized because the split ratio did not follow the 80:20 ratio. The dataset was 
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loaded, and because the photos had different sizes, they were adjusted to create uniformity and 

improve the performance of the models. The photos were read in the desired color space (RGB - 

Red-Blue-Green color scheme) and reshaped to ensure they were in the right format to be fed into 

the models. The images in the dataset were also subjected to image normalization, which involves 

dividing each pixel value by the maximum pixel value in order to normalize the image pixel values 

to a common range, such as [0, 1], which aids in improved convergence during training. A Keras 

image augmentation tool called ImageDataGenerator was also utilized to increase the training and 

validation dataset. Additional training samples were produced using ImageDataGenerator 

augmentation methods such as rotation, zooming, flipping, and scaling to prevent the CNN models 

from overfitting on the training and validation data and guarantee that they generalize properly on 

unknown test data. 

 3.2.2  VGG16 

The study utilized the VGG-16 CNN design, is a 16-layer convolutional neural network developed 

by Simonyan and Zisserman in 2014. The network consists of 13 convolutional layers, 2 fully 

connected layers, and 1 SoftMax classifier. The first and second convolutional layers receive RGB 

images, with the output transferred to the max pooling layer. The third and fourth layers have 124 

feature kernel filters, reducing the output to 56x56x128. The final layer is a max pooling layer with a 

stride of 1, and the final layer is a SoftMax output layer. 

3.2.3   ResNet50 

ResNet, a deep convolutional neural network (CNN) model, was used in a study to train extremely 

deep neural networks with over 150 layers. ResNet designs come in various forms, such as ResNet-

34, ResNet-50, and ResNet-101, all identified by the number of convolutional and fully connected 

layers they contain. ResNet-50 is a profound 50-layer convolutional neural network with 48 

convolutional layers, one MaxPool layer, and one average pool layer. The network uses input images 

with 224x224x3 dimensions and uses a layering pattern of 12 layers, 12 layers, and 18 layers. The 

final blocks consist of 512, 512, and 2048 kernels, resulting in nine layers. The average pooling layer 

and fully linked layer with n nodes are produced using a SoftMax function. 

3.2.4 MobileNetV3 

This study uses MobileNetV3, a deep neural network architecture used in image classification. It 

extracts image features through multiple convolution layers, reducing parameters and increasing 

efficiency. The architecture consists of multiple blocks, including a bottleneck layer, 1x1 

convolutional layer, depth wise separable convolutional layer, squeeze and excitation layer, module 

for channel-wise feature recalibration, and expansion layer. The final layers consist of fully linked 

layers, the SoftMax output layer, and global average pooling layer, with the SoftMax function 

applied to provide output probabilities. 

4. Results and Discussion 

The pretrained CNN models were tested for 30 epochs. The experiments were carried out on ratio 

combinations of 80: 20, wherein 80% of the total images were for training purposes and 20 for 

testing and validation. This paper discusses the results obtained on the 80: 20 ratio, as it is the most 

efficient one when compared with the other two ratios and was performed on the Google 

collaboratory platform with the GPU runtime as provided. Further, along with the performance, the 
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detections are displayed using a confusion matrix, and the classification reports along with the 

pneumonia are shown. 

VGG16 Model: The VGG16 model achieved an accuracy of 94%, 91% precision,95% recall, and 

93% f1 score. The model’s confusion matrix and classification report based on its performance in 

classifying each class is depicted in Figure 6 and Figure 7, respectively.  

 

 
 

Figure 6: VGG16 confusion matrix 

 

 
 

Figure 7: VGG16 classification report 

 

The training and validation accuracy and loss graphs shown in Figure 8 below give a visual 

representation of how the learning performance of the model varies with the number of epochs. The 

performance of VGG16 model has been found better for the prediction of pneumonia, in which 

various performance metrics have been calculated with the least value of error as shown in figure 8 
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(right). The figure shows no significant divergent differences between the training and validation 

accuracies in the model. This depicts that the fact that there is no overfitting in the developed model. 

 

 
Figure 8: VGG16 model accuracy (left) and loss (right) graph 

 

ResNet50 Model: The ResNet50 model achieved an accuracy of 92%, 89% precision, 93% recall, 

and 91% f1 score. The model’s confusion matrix and classification report based on its 

performance in classifying each class is depicted in Figures 9 and 10, respectively. 

 
 

Figure 9: ResNet50 confusion matrix  
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Figure 10: ResNet50 classification report 

 

The training and validation accuracy and loss graphs of ResNet50 are shown in Figure 11. The figure 

also shows no significant divergent differences between the training and validation accuracies in the 

model.  

 

Figure 11: ResNet50 model accuracy (left) and loss (right) graph 

MobileNetV3 Model: The MobileNetV3 model achieved an accuracy of 93%, 90% precision, 

94% recall, and 92% f1 score. The model’s confusion matrix and classification report based on 

its performance in classifying each class is depicted in Figures 12 and 13, respectively. 
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Figure 12: MobileNetV3 confusion matrix  

 

 
 

Figure 13: MobileNetV3 classification report  

 

4.2 Model Deployment 

 

Considering the results obtained from the evaluation of each model as shown in Table 2, it was 

observed that there was a slight difference in the performance of the CNN models. Overall, the 

VGG16 model was observed to perform the best, followed by the MobileNetV3 and, lastly, the 

ResNet50. Hence, the VGG16 model was selected as the model for deployment. 

Table 2: Summary of the performance evaluation result 

 

S/N Model Accuracy Precision Recall F1-Score 

1 VGG16  94% 91% 95% 93% 

2 ResNet50 92% 89% 93% 91% 

3 MobileNetV3 93% 90% 94% 92% 
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The VGG16 model was saved using TensorFlow and deployed on a web application that allows the 

upload of chest X-ray images and then provides a diagnosis for classifying whether uploaded X-ray 

images are normal or contain pneumonia. Figure 14 shows the website when the user visits the web 

application initially. When a user visits the web application, they must upload the X-ray image for 

which they want to obtain inference. After uploading the X-ray image, the users must click on the 

predict button to gain inference from the VGG16 model deployed on the web application. Once the 

“Predict” button has been clicked, the input image is sent to the model, the model makes its 

prediction, and the inference is sent to the user. Figures 15 and 16, respectively, depict the website 

when the model predicts that the image uploaded is “Normal” or contains “Pneumonia.” 

 

`  

Figure 14: The web application in which the VGG16 model was deployed 

 

 

Figure 15: The web application when the model predicts a normal case  
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Figure 16: The web application when the model predicts a case of pneumonia  

5.0 CONCLUSION 

In this paper, a pneumonia detection system that could detect and classify X-ray images of the chest 

into cases with and without pneumonia was developed. The ResNet50, MobileNetV3, and VGG16 

CNN architectures were trained using augmented training and validation datasets, early stopping and 

learning rate reduction techniques were applied to ensure that the models could not overfit. The 

accuracy, recall, f1-score, and precision performance metrics were used to compare the three models’ 

performance, and results showed that the VGG16 model performed the best at detecting and 

classifying chest X-ray images into cases with and without pneumonia. The VGG16 model had the 

highest accuracy, precision, recall, and f1 score with 94%, 83%, 98%, and 90%, respectively. The 

MobileNetV3 model, which performed second best, achieved an accuracy of 93%, precision of 82%, 

recall of 96%, and f1 score of 88%, while the ResNet50 model achieved an accuracy of 92%, 

precision of 81%, recall of 95%, and f1 score of 87%. Hence, the VGG16 model was saved using 

TensorFlow and deployed on a web application to provide a means for X-ray image diagnosis of 

pneumonia, eliminating the challenges faced by the manual diagnosis of pneumonia.  
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